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Abstract

The arrival of generative artificial intelligence (AI) is fundamentally different from prior technologies used in educational settings. Educators and researchers of online, blended, and in-person learning are still coming to grips with how to employ current AI technologies in the learning experience, let alone understanding the potential consequences that future and unknown developments in AI will produce. Despite potential risks, AI may revolutionize previous models of teaching and learning, and perhaps create opportunities to realize progressive educational goals. Given the longstanding tradition of using philosophy to examine questions surrounding ethics, ontology, technology, and education, the purpose of this critical reflection paper is to draw from prominent philosophers across these disciplines to address the question: how can AI be employed in future educational contexts in a humanizing and ethical manner? Drawing from the work of Gunther Anders, Michel Foucault, Paolo Freire, Benjamin Bloom, and Hannah Arendt, we propose a framework for assessing the use and ethics of AI in modern education contexts regarding human versus AI generated textual and multimodal content, and the broader political, social, and cultural implications. We conclude with applied examples of the framework and implications for future research and practice.
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Introduction

The arrival of generative artificial intelligence (AI) is fundamentally different from prior technologies used in educational settings. Educators and researchers of online, blended, and in-person learning are still coming to grips with how to employ current AI technologies in the learning experience, let alone understanding the potential consequences that future and unknown developments in AI will produce (Bozkurt, 2024; Şenocak et al., 2024). Despite potential risks, AI may revolutionize previous models of teaching and learning and perhaps create opportunities to realize progressive educational goals. When ChatGPT was released to the general public in November 2022, these dangers and possibilities were immediately made salient as students across the world could instantly use AI to create content for class assignments and educators scrambled to understand if and how AI could fit in their coursework. While some research has explored the ethical implications and imagined futures of AI in education (Akgun & Greenhow, 2022; Nguyen et al., 2023), there is limited consensus or direction for classroom use of AI specifically. Given the longstanding tradition of philosophy to examine questions surrounding ethics, ontology, technology, and education (An & Oliver, 2021), the purpose of this critical reflection paper is to draw from prominent philosophers of these disciplines to address the question: how can AI be employed in future educational contexts in a humanizing and ethical manner? While this is not an empirical study guided by explicit research questions, the overarching problem this paper addresses is how to ethically and practically incorporate generative AI into modern and imagined education systems.

We first review literature from theorists such as Anders and Foucault to bring awareness to the functions of technologies in modern society and their capacity to change the human condition and shape sociopolitical relations. Next, we draw from educational philosophy, where arguments have been made using Paulo Freire that ethical education at its core promotes humanization, conscientization, and radical engagement with the world, while technological adoption in educational practice is not inherently harmful, so long as the technology promotes these humanizing ends (Boyd, 2016; Kahn & Kellner, 2004; Farag et al., 2021). We then synthesize the work of Bloom’s (1956) taxonomy and Arendt’s (1958) hierarchy of labor, work, and action to construct a lens through which educators and classroom teachers can understand both the types and goals of learning that are necessary given the possible futures of AI in education. With this theoretical grounding, we propose a framework for assessing the use and ethics of AI in modern education contexts regarding human versus AI generated textual and multimodal content, and the broader political, social, and cultural implications. The framework is general in that it is not limited to a specific modality of education delivery, thus it can be applied to online, blended, and in-person settings. We conclude with applied examples of the framework and implications for future research and practice.

While general or generic artificial intelligence are more broadly defined, the subject of this analysis is limited to generative artificial intelligence (AI) systems which are “developed to analyze complex patterns and structures in human language [and] are primarily designed to comprehend and replicate it. Generative AI, when expertly trained, exemplifies a potent tool capable of learning, unlearning, and relearning which makes it a continually adapting [and] evolving entity” (Bozkurt, 2024, p. 2).
The Philosophy of Anders on Technology and Society

After decades of neglect by academics, especially in the English-speaking world, many scholars across disciplines are beginning to study Gunther Anders. Anders, a German-Jewish intellectual, wrote prolifically on “the lasting effect of the industrialism, the psychological and political implications of mass media, the legacy of the Holocaust and the intervention of the atomic bomb for history and memory, the Vietnam War, ecological devastation, and new forms of internationalism and collective political action” (Dawsey, 2014, p. 11). A connecting thread between Anders’s interdisciplinary milieu of interests was how technologies were not just reshaping the social and psychological behaviors of humans, but how technologies were actually modifying what it means to be human, and perhaps moving into a space where humanity is irrelevant. The opening to his deepest work on the subject, The Obsolescence of Man, Volume II, begins

“It is not enough to change the world. That is all we have ever done. That happens even without us. We also have to interpret this change. And precisely in order to change it. So that the world will not go on changing without us. And so that it is not changed in the end into a world without us.” (Anders, 1980/2015, p. 1)

Anders’s formulation for interpretation and change rests on a process of critical reflection, in order to assess the current place of humans within the interconnected systems of technologies they have developed, and engagement with imagination in the act of exaggeration, in order to reveal the indeterminate and identify spaces for potential freedom.

As a starting place, Anders argues that we must understand “Artificiality is the nature of man and his essence is instability” (Anders, 1936/2009, p. 146). Humans are able, through abstract thinking, to transform the world and “build over it according to a thousand historical variants” creating a paradoxical situation in which “agency” brought to us through technology simultaneously creates a prison of contingency, whereby given technologies shape and direct our means of production, our communication, and our social structures but cannot be escaped. This paradox was specifically escalated at the point in which humans began “Producing machines, or at least parts of machines, by way of machines” (Anders 1980/2015, p. 6) creating entire systems in which seemingly infinite products can be produced with very little input from humans themselves. “Only at the beginning of these chains of production (as inventors or artisans) and at the end (as users) do men have a place” (Anders, 1980/2015, p. 6). As early as the 1950s Anders formulated what he called the “Promethean discrepancy,” which is the gap between what can be produced and what humans can imagine or emotionally grasp in terms of the consequences and implications for society and for the individual being. It is in this space that the method of exaggeration is needed to bring fantasy and anticipation to get a better understanding not of the future potential of technology but its present reality. Catalani (2020, p. 161) makes this point well by summarizing, as an example from Anders’s work, a bomb that in pure sight as an object is “understated” but its true meaning can only be grasped by imagining the terrible potential it contains. Anders’s explicitly says that when we use our imagination in this way, we increase our “Freedom to Fear,” which is a “stirring fear, since it should drive us into the streets instead of under cover” and a “loving fear, not fear of the danger ahead but for the generations to come” (Anders, 1962, p. 498). Anders (1980/2015) argues that humans have adopted as a principle of modernity, “the possible is generally accepted as the compulsory and what can be done as what
must be done”; a principle that confuses technological possibility with moral justification (p. 7). The examples of this confusion are manifest in the creation of weapons that can destroy the world, the overproduction of goods that can destroy the environment, and the development of machines that can do our thinking for us. Consider the Promethean discrepancy found in the widespread adoption of “smart” devices and the correlated social media platforms that operate on them. Such technologies have been rapidly adopted, with little consideration for their consequences, and their use thus far seems to have negative societal impacts on domains such as personal privacy, the development of youth, and psychological health, not to mention the resources that are being used to produce them and their impact on the biosphere. In the following section, the concept of Promethean discrepancy is used to illustrate the vast and tremendous unknown that society must confront regarding AI, and to interrogate its already-realized and imagined impact on global education systems.

**Foucault, Power, and Generative AI as an Educational Technology**

Given the uncertainty surrounding how AI and society will impact each other, we use a Foucauldian analysis to understand technologies as systems of power, and it allows us to deconstruct the role technology plays in modern epistemologies (Giantini, 2023; Swartz & McElroy, 2023; Megahed et. al., 2023). The most striking example of producing machines by way of machines as described by Anders is through modern AI. While artificial intelligence has impacted society in various forms (Rahm, 2023) its new manifestation, generative AI, through its emulation of human interaction, has penetrated through a metaphysical barrier between machine and man. According to Baido and Ansah, “Generative modeling artificial intelligence (AI) is an unsupervised or partially supervised machine learning framework, which generates manmade relics via the use of statistics, probabilities etc.” (2023, p. 53). However, the application of this machine learning in the form of GPT, or Generative Pre-trained Transformer, which can “engage customers in human-like conversation” erodes the boundaries between machine and human developed epistemologies (Baido and Ansah, 2023, p. 53). Rather than users searching the internet and AI providing a group of answers associated, AI generates content acting as a human. Generating information in a human-like manner centers the machine as the synthesizer and evaluator of knowledge, rather than the human. With vast amounts of data processed at lightning speed to generate human-like interactions, the user gains tremendous advantages in perceived efficiency but is left exposed to ontological risks where meaningful thought, investigation, and creation are “outsourced” to other actors. Uncritical users of AI, without training, adaptation, and awareness, may be left vulnerable to manipulations by corporations, bad actors, or perhaps the AIs themselves. The core of human-driven epistemology is shaken by the powerful effects AI has on our abilities to synthesize knowledge.

French philosopher Michel Foucault provides a helpful vocabulary for analyzing these shifting power dynamics through his concept “regimes of truth.” Lorenzini (2015) analyzes Foucault’s concept, stating

Each society has its regime of truth, and by this expression [he] means: (1) “the types of discourse [society] harbors and causes to function as true”; (2) “the mechanisms and instances which enable one to distinguish true from false statements” and (3) “the way in which each is sanctioned”; (4) “the techniques and procedures which are valorised for obtaining truth”; (5) “the status of those who are charged with saying what counts as
true” (Foucault 1976, p. 112; 13). Therefore, “truth” is “a system of ordered procedures for the production, regulation, distribution, circulation and functioning of statements”; it is linked “by a circular relation to systems of power which produce it and sustain it, and to effects of power which it induces and which redirect it”. (p. 2)

Considering the current arms race amongst trillion-dollar corporations such as Microsoft and Google as they develop respective AI technologies following a decade where algorithm-driven platforms such as Facebook, YouTube, Twitter, and TikTok created an ecosystem of anger, misinformation, and conspiracy thinking, it is easy to imagine the outsized role accelerating AI will have on epistemologies and definitions of truth. These for-profit companies, incentivized to increase user platform “engagement,” are seeking ways to more effectively and efficiently manipulate human behavior. Through AI, corporations enhance their abilities to establish regimes of truth leaving human users of these platforms struggling to formulate their own truths.

For educators whose core mission is to disseminate knowledge and assist learners in the comprehension of the world, it is worth considering the rapidly changing information and technological landscape and, more specifically, the competing regimes of truth that AI presents. There have been instances in which similar questions have been asked of competing AIs like OpenAI’s ChatGPT and Google’s Gemini, which have led to different responses reflecting various data sources and methodologies including learned falsehoods (Marr, 2024; Pacchiardi et al., 2023; Wong, 2023). Further complicating these discrepancies is that the engineers and programmers who design AI systems often cannot explain how a specific response or output was reached given the complexity of the data architecture and decision-making processes of the systems (Dobson, 2023). AIs have been shown to “hallucinate,” calling into question what these corporations define as truth and exaggerating the influence of errors. In a study that assessed AI’s ability to understand culturally nuanced questions, researchers found that “the evaluated models demonstrated varying performance with controversial topics, those lacking clear scientific consensus and the brain teasers proving more susceptible to GPT hallucinations…their identification necessitates human-centric assessments by interrogators who apply their own cultural perspectives and values” (McIntosh et al., 2023, p. 12). Other limitations include AI’s replication of human biases such as racism and sexism (Rountree & Condee, 2021).

These inconsistencies, hallucinations, and biases represent varying regimes of truth and without a human-centric ability to assess the conclusions various GPTs come to, educators and learners will be unable to distinguish between these radically different and competing “truths.” The various regimes of truth replicated by AI produce errors that can be normalized in ways that can be harmful to humans. If education is to be a liberating force against oppressive constructs, and AI reinforces those constructs, educators will continually be fighting an uphill battle. Given the influence these corporations have already attained in creating learning management systems of educational institutions (Farag et al., 2021; Ofgang, 2023), these regimes of truth can manipulate educators and learners who are relying on AI. As the primary aim of these competing corporations is increasing profitability by developing and marketing more advanced AI valuing efficiency over accuracy, educators cannot fully depend on the “truths” these corporations provide regardless of how accurate and efficient they advertise themselves to be. Without cautious and critical strategies for use, learners become consumers and data providers to corporations building their ever increasingly powerful AIs.
Freire and AI as Humanizing Education

Regardless of how the corporate and regulatory power dynamics surrounding AI unfold, it is clear that the AI used in educational settings cannot be assumed to always be accurate or have students’ or educators’ best interests at heart. The debate over ethical use of technology in education is certainly not new, and in educational philosophy, arguments have been made using Paulo Freire as a guide that technological adoption in educational practice is not inherently harmful, so long as the technology promotes conscientization and humanizing ends (Boyd, 2016; Kahn & Kellner, 2007). Here Freire’s (1968) method of conscientization is especially relevant, where communities engage in critical dialogue, investigation, and action as an educative endeavor, in order to develop a better understanding of the world and engage in the “ontological and historical vocation to be more fully human” (Freire, 1968, p. 37) and thereby provide an effective framework to counter machine generated understandings of the world. Freire argued that conscientization through educational processes and activities is realized when learners (and/or educators) understand not just their place in the world, but how to transform both their reality and the world (Freire, 1965, 1997). Regarding the role of technology in these processes of conscientization and humanization, Farag et al. (2021) noted that:

The growing integration of technology into educational settings was viewed by Freire as an area of concern and pedagogical possibility…despite Freire’s concerns that increasingly advanced technologies would serve cultural and economic interests of those in power, he viewed technologies as tools which, if used critically and carefully, could benefit the oppressed…Freire identifies the primary goal of humanity as the ontological pursuit of being more fully human, which is done through exercising one’s capacities, having one’s voice heard, and acting with others to transform the world. (p. 3)

These concepts of conscientization and humanizing education have been used in education philosophy for decades, though research on AI using Freire has only just begun. Freirean analysis has been employed to question the neutrality of AI systems in education (Stapleton et al., 2023) and used to examine how AI can assist students in identifying what matters to themselves in an educational setting (Loftus & Madden, 2020). Freire argued that the technique of dialogue in education amongst students, teachers, and all others involved was vital to pedagogy, and specifically a crucial means to help all parties realize conscientization and better understand their agency in the world. While research on how AI and chatbots in particular is limited on how they can facilitate such meaningful dialogue, Lin (2023) specifically found that:

ChatGPT’s conversational capability enables it to not only play an intermediate role but also act as an independent agent to engage in classroom dialogues with learners and teachers. What is more impressive is that the conversation with active users within a certain classroom context further becomes training data for ChatGPT, which allows it to grow accuracy and sensitivity in conversations by gaining a higher level of context-specific knowledge. (p. 3)

Despite the limited research on the application of Freire to AI in education, it is clear that applying Freire’s concept of humanizing education and conscientization to examine the political, economic, social, cultural impacts of AI can help inform how teachers, students, and
administrators can use AI in education in a way that is both humanizing and advances student learning objectives like critical thinking and creativity. AI, at its best, can act as a fellow member in humanization and conscientization, though significant questions remain on how to accomplish this at the classroom level.

**Typologies and Purpose of AI Use in Education**

Given this analysis, which demonstrates that educators will need teleological guideposts to employ AI at the classroom level in a humanizing way, we explore how AI fits within Bloom’s (1956) taxonomy, a prevalent framework amongst practitioners for thinking about educational activities. We suggest that in the presence of machines, which can perform much of the “labor” of classifying, analyzing, and synthesizing, educators require a new framework that prioritizes the use of technology and adoption of learning toward goals that improve the human condition. For this purpose, we apply Hannah Arendt’s (1958) hierarchy of labor, work, and action (terms used by Arendt to classify and value how humans spend their time and energy) to educational contexts to interrogate both the intent and outcomes of education.

**Understanding Teaching and Learning with the Revised Bloom’s Taxonomy**

Bloom’s (1956) *Taxonomy of Educational Objectives* and Anderson and Krathwohl’s (2001) subsequent *Revised Bloom’s Taxonomy* (RBT) have been a foundation in educational preparation programs and classrooms globally for decades. The application of the RBT in research and practice varies significantly, and is understood narrowly in this analysis as a way to classify teaching and learning in the context of AI that is familiar and clear. The cognitive dimension of RBT (Figure 1) depicts a spectrum of cognitive processes in learning that range from the lower tier of remembering and understanding to the higher levels of evaluating and creating. Each of these tiers represents an ascending order of cognitive complexity and its corresponding “action” words that can be used to create lesson plans, educational activities, and assessments in particular. Anderson and Krathwohl (2001) also argued in their development of RBT that there is a knowledge dimension to learning that includes “metacognitive knowledge is knowledge of [one’s own] cognition and about oneself in relation to various subject matters . . .” (p. 44).” Accordingly, the cognitive dimension shown in Figure 1 and the metacognitive element of the knowledge dimension illustrate a clear and distinguishable taxonomy and framework that AI can be understood within.

**Figure 1**

*Bloom’s Taxonomy*  
*Armstrong, 2010*
Given the utility that the RBT provides in examining learning processes, research has already been conducted on AI and the RBT. Research on generative AI Large Language Models (LLM), like ChatGPT, have shown these LLMs can complete activities across the RBT, though they perform significantly better at the lower tiers (remember, understand) than the upper (evaluate, create) (Binh Nguyen Thanh et al., 2023; Lourenco et al., 2023). LLMs have also been shown that using keywords from across the spectrum of RBT can challenge “the AI model’s capabilities” (Elsayed, 2023, p. 6). Regarding AI usage in educational contexts, Jin et al. (2023) found that LLMs are useful in “supporting metacognitive, cognitive, and behavioral regulation…but not for regulating motivation” (p. 1). More generally, Damaševičius (2023) argues that “the advanced natural language processing capabilities of ChatGPT have led to a shift away from the linear, hierarchical model of Bloom's taxonomy, towards a more dynamic and fluid approach to knowledge acquisition and application” (p. 115) suggesting that AI may unlock new ways of teaching and learning that can go beyond the tiers of RBT. Despite these potential positive use cases, calls have been made to “prioritize ethical AI usage, cultivate AI literacy, and develop frameworks that empower students and educators to safely harness the full potential of these technologies” (Farrelly & Baker, 2023, p. 11). We argue that as a normative framework, RBT has great utility in understanding AI use in education, but that it is not sufficient to interrogate the ethical quandaries that AI presents, particularly surrounding how AI can work towards or against a humanizing education. In other words, given AIs demonstrated ability to operate, at varying levels of competency, across the RBT in educational settings, a new framework is needed that incorporates the impact of AI not just on these tiers of learning, but also centers the human condition, with its various psychological, social, and physical motivations, and the need to act in the world. Because RBT is not prescriptive in a way that relates to the purposes or motivations to which humans apply their learning, we propose supplementing the framework with the work of political philosopher Hannah Arendt. Arendt is specifically valuable in providing a normative directionality for human action, especially in an era of rapid technological change.
The Philosophy of Arendt and Action-oriented Educational Goals

Hannah Arendt’s *The Human Condition* (1958/2013) is a careful and thought-provoking exercise in the classification and examination of the most fundamental human activities and provides useful insight into a theory of education that seeks to develop capacities for deliberating in, and acting on, the world. Originally published in 1958 during the Cold War era, when human activities seemed to be leading toward self-destruction, Arendt began the work as a call to critically reflect on the significance and purpose of human activity so that we may “think what we are doing” before it is too late (p. 5). Introducing her book shortly after Sputnik had been launched, Arendt presciently describes a new age where the life-giving qualities of Earth are taken for granted, and where scientific advancements, expressed in new technologies, become so ascendent they think *for* us:

The trouble concerns the fact that the “truths” of the modern scientific worldview, though they can be demonstrated in mathematical formulas and proved technologically, will no longer lend themselves to normal expression in speech and thought…In this case, it would be as though our brain, which constitutes the physical, material condition of our thoughts, were unable to follow what we do, so that from now on we would indeed need artificial machines to do our thinking and speaking. If it should turn out to be true that knowledge (in the modern sense of know-how) and thought have parted company for good, then we would indeed become the helpless slaves…thoughtless creatures at the mercy of every gadget which is technologically possible, no matter how murderous it is. (p. 3)

Arendt’s diagnosis aptly characterizes the new AI age, where the creators of LLMs and similar software cannot explain exactly how their programs are working (known as the “black box” problem, see Dobson, 2023), and where at least 68% of the human population is using a smartphone (Laricchia, 2023) without full comprehension of how they work or where their materials are sourced from. Despite this challenging disconnect, her study of human activities that follows, and how society organizes itself, suggests a space for reclaiming agency.

For Arendt, humankind is defined by its most common activities, which she categorizes into a hierarchy of three groups and labels humans according to activities in which they engage. *Animal laborans* is the label she gives to the most basic and essential human activities: labor and consumption. Arendt calls laboring and consuming activities “metabolic” not only because of their close relation to the life process, but also because laboring and consuming, like the functions of the body, require little thought (p. 98–100). The second label Arendt gives is *homo faber*, which means man who “works upon” or who “makes something” (p. 136). *Homo faber* is defined by the activity of “work.” Work is the act of creating and constructing material objects of a lasting durability (p. 143). According to Arendt, it is work that allows humans to build a world that extends across generations and improve the conditions under which we labor and consume.

It is the third activity of “action” that is Arendt’s highest classification of human endeavor and representative of the title *zoon politikon*. Arendt says that humans are imbued with

---

2 It is perhaps not coincidental Arendt’s foundational concerns pertaining to technology share similarities to Anders: they were married from 1929–937 and maintained a lifelong correspondence.
the unique freedom to “set into motion,” through deeds and speech, actions that have never been taken before and whose influence is impossible to predict (p. 189). Essential to action is the presence of others—a public sphere, where humans debate, discuss, plan, create, perform, and engage in activities with the purpose of changing the perspective of others and influencing their future behaviors. Arendt states that action “corresponds with the human condition of plurality” and action itself is what constitutes “the condition…of all political life” (p. 7). Action is not drawn from the necessity of animal laborans or the desire for mastery of homo faber, which each seem to follow observable patterns of “standard” human behavior. Arendt says that genuine action possesses a “miraculous” quality because it is immersed in the diversity of interests and values of human life and brings into being new thoughts and relationships amongst the public that had never before existed (p. 178). As such, action is very much an “event,” not a process or idea, which takes place at a particular time and place when a human attempts to influence others (p. 259).

Arendt carefully delineates how, over the course of human history, labor, defined as the repetitive and painful activities required to sustain one’s life, has ascended from the domestic sphere of life to dominate the public sphere. During the industrial revolution the activities of homo faber (i.e., the activities of production) were broken into small unskilled movements, so that the coordinated activity of labor became central to economic and social life (p. 123–124). When the system of production requires any indistinguishable person to constitute its basic movements, humans become defined by their “labor power” and not by their skills or actions, and person labors so that they might “earn a living” (p. 125–128). Of significance to Arendt is that the purpose of the machine, organization, or society is not primarily to build something of lasting significance or value to humanity, but instead to increase consumption that by definition cannot have lasting value (p. 145–149). Arendt clearly identifies the negative consequences of laboring for its own sake: destructive tendencies go unquestioned and those caught in the never-ending labor and consumption cycle face existential unhappiness. As a consequence of consumption’s ascendency in the public sphere, the activity Arendt labels as the greatest form of human activity, “action,” has been subsumed, and its place in the public sphere (and the public sphere itself) has diminished.

Applying Arendt’s framework to the question of AI and its use in educational spaces, it moves the question of technological use from a scientific or pedagogical one (as in the RBT) to an ethical or political one. Let’s consider an example of how AI might be used with current GPT technology in a classroom. A journalist, under pressure to produce more consumable content for its struggling publication, uses a GPT to write a story about the benefits and costs of electrical vehicle production and use. A teacher, excited by the labor-saving allure of an AI teaching assistant product called Brisk, uses the software extension to read the news story about electric vehicles and design a 60-minute lesson plan for their students, complete with learning goals, discussion prompts, a presentation activity, and summary quiz about the reading. The students, given carte blanche to use their school-provided Chromebooks, “read” the story using an AI platform like Perplexity, which provides summary analysis and key takeaways for them to use in their discussion and respond to the quiz. Simultaneously, they use Microsoft’s AI image generator to create a slide deck for the class to graphically represent their group’s ideas. The teacher completes the assessment cycle by having their AI assistant grade the quizzes, provide feedback to the students, and input their scores into a learning management system.
In this scenario, the AI engages in activities of labor and consumption, while all of the parties involved advance nothing of lasting significance, and if debate or critical reflection arise amongst students it is an incidental, rather than planned, outcome of the AI-prescribed lesson. Indeed, the Brisk teaching assistant might be well programmed to incorporate into the lesson features of the RBT such as understanding, evaluating, and creating activities; but unless a human being in this process is attuned to helping learners act in the world and make it a place, using Arendt’s (1963/2006) words, “fit for human habitation” (p. 233), the most common educational experience might become, ironically, ones in which humans are unnecessary. As will be discussed in the next section, educational activities guided toward higher-order Arendtian work and action would focus on the tangible outcomes produced through the activity and opportunities provided to learners to critically think, reflect, and influence with peers and the broader community.

Framework for Ethical AI Use in Education

The work of Anders, Foucault, Freire, Bloom, and Arendt serve as the philosophical foundation for understanding how AI ought to be used in education. To summarize, Figure 2 illustrates the various philosophical threads that are discussed above, highlighting the core ideas from each philosopher, and how they relate to both AI use in education and each other. It is important to note the relationship between RBT and Arendt specifically, given that Arendt’s concept of action is used to supplement RBT as a way to understand motivation and purpose more fully in the context of AI.

Figure 2
Philosophical Foundation for Ethical AI use in Education
Conceptualizing and imagining the philosophical underpinnings of AI use in education, however, is necessary but not sufficient for educators to confidently and proactively make decisions in the classroom. Recognizing that we easily feel compelled to adopt and use new technologies as they arise, Anders argues that we adopt a spirit of “shame,” where we feel that we cannot stop our behaviors and practices “even if we can conceive of it” (Anders, 1936/2009, p. 152). The key for overcoming this shame, and the deterministic qualities of technology, according to Anders, is to use philosophical exaggeration and reflection to reveal the specific contingencies of our historical moment and contrast them with the particular indeterminacy of our individual selves, so we might begin to understand where we are capable of acting (p. 150). Stated another way, to find “the point of specific indetermination that the general determinability of man is possible” (p. 151). Coupled with Freire’s concepts of humanization and conscientization, and Arendt’s theory of action, and applied to educational practice, a goal for educators is to create public spaces for reflection, dialogue, and critical questioning; where responding to works of art, storytelling, politics, and science specifically designed to elicit a “shocking” space between the given technological immersion and the indeterminant experience of being a unique human, the learning community attempts to develop and interpret personal meaning and advocate for social purpose. Arendt reminds us that in such a public space, where authentic speech and deeds may have unforeseen outcomes, we develop important interpersonal capacities such as promise-making, forgiveness, and an appreciation for plurality.
Accordingly, the central finding of this philosophical analysis is to propose a framework for quickly and practically assessing AI use in educational settings. The framework, illustrated in Figure 3, is centered on student AI use and displays a spectrum from consumptive labor to humanizing action that draws from the work of Freire and Arendt specifically. The illustration is directional (from left to right), which exhibits how action-oriented and humanizing use of AI is ethically more appropriate in education than just using AI for labor and consumptive purposes alone. The purpose of this spectrum-based orientation is to allow educators to visualize where certain educational activities or AI-assisted student created content fits, from an ethical perspective. For example, if a student hands in an assignment that uses AI generated textual or multimodal content, it might fall towards the consumptive labor end of the spectrum if it clearly does not relate to that student’s specific situation, has errors from potential hallucinations, or exhibits a generally uninspired position towards that activity. Conversely, student work on the humanizing action end will clearly show critical use of AI, relation to that student’s perspective, or a demonstrated use for that student to act in the world.

It is important to note that brief examples of RBT are included in Figure 3 for each level of the RBT hierarchy. While early studies have shown that AI is perhaps more capable of performing tasks at the lower end of the RBT (i.e., understanding, applying), each type of these cognitive tasks are important to learning (Binh Nguyen Thanh et al., 2023; Lourenco et al., 2023). Moreover, the purpose of this framework and spectrum is to show how and where AI can
function ethically across the RBT. Indeed, AI may eventually enable students to complete tasks at all levels of the RBT. However, a student creating (the highest order of RBT) content with little thought or lasting impact on themselves or the world means less than if it pushes a student towards action. The framework and spectrum orientation in this case is specifically intended to serve as a guidepost or compass of sorts that educators can aim towards when assessing if a specific AI use case is appropriate and ethical. To clarify the use of this framework with RBT explicitly included, examples are provided below to illustrate both its intended use and function in educational settings.

**Applications**

While the framework for student use of AI is certainly a large part of the ethical equation, these actions do not happen in a vacuum. The learning objectives, design, activities, and assessments must also be considered in real-world teaching scenarios. Given the fact that AI in education is here to stay, our roles as educators must undergo a paradigm shift. This change necessitates a kaleidoscopic approach, one that adapts to the ever-shifting capabilities and structures of AI, especially in imagining that the primarily text-based functionality will soon (perhaps by the time of publication!) be multimodal. Here we provide a few imagined use examples of applying the framework to educational contexts allowing for the educator to be both adaptive and kaleidoscopic in reimagining their pedagogy. The examples below are provided to operationalize the framework of AI use that promotes humanizing action in imagined classroom contexts. We start with guiding questions, that can ideally serve as guideposts for educators to formulate curricula, unit, and lesson plans that use the capabilities of AI:

1. In what ways are our historical, technological, social contexts shaping how we think and act; what activity or experience can shock learners into appreciating their contingency?
2. Will the technologies we are going to use advance humanizing ends? In what ways can the technology enhance or harm the co-creation of knowledge?
3. How can we design learning activities that have benefits beyond their own sake; how are the learning activities helping students to act in the world?
4. In what ways can AI reduce the burdens of teaching and learning labor while increasing the capacity to act in the world?

In the following, we provide examples of activities educators across all modalities (i.e., online, blended, and in-person) might implement in order to effectively use the powerful AI “regimes of truth” by centering humanization and moving towards action-oriented pedagogies. A modified lesson plan format is used given its familiarity with educators generally and to help make the application clear for classroom use. Accordingly, each example begins with the overarching purpose, followed by a summary of the learning activity, learning objectives, ethical use cases for AI, and possible assessments. Actionable learning objective words are borrowed from the RBT throughout, and all activities are designed to be adapted for students aged 10 and above.
**Community-Based Political Action**

**Purpose**
Allow students to see themselves as civic actors and participants with agency in their local communities.

**Summary**
This activity will help students identify and evaluate local political activities, apply their understanding to their own lives, and create a plan to become involved in a meaningful and individualized way. Student learning is focused partially on knowledge acquisition but, more importantly, on civic engagement and community participation. In the classroom exercise, students engage in a metacognitive exercise through collaboration with AI to learn about their local political landscape. Educators have students identify local political issues within their communities and allow the use of AI to facilitate researching related and applicable political platforms and candidates and evaluate platforms and candidates from their own unique student perspective. In this example, skillfully and critically using AI allows students to more deeply understand their own social, economic, and political contexts. Leveraging AI, students undertake the task of identifying local political representatives (town council, board members, etc.) and evaluate their respective platforms centering their own life experience and agency. A multifaceted activity like this serves as a catalyst for the development of critical thinking skills, as students navigate the complexities of evaluating platforms, juxtaposing their evaluations of said platforms within their own educational experiences, and articulating personal assessments of their effectiveness.

By encouraging students to assess the efficacy of platforms, the assignment transcends the realm of automated tasks, labor, compelling students to engage in a wholly human endeavor—conducting a nuanced and uniquely individual logical sequence. The ultimate outcome of this practice is a manifestation of contextual critical thinking, where students craft their own evaluations grounded in personal opinions regarding the effectiveness of identified platforms, thereby fostering a deeper understanding of their own educational experiences and their place within the broader context of community-driven educational paradigms.

**Students will be able to**
1. Identify and understand local political issues.
2. Understands themselves as part of a larger collective by reading and understanding local political discourse issues.
3. Evaluate political candidates and platforms.
4. Articulate students’ interpretation and preference of political platforms and candidates.
5. Create an individual plan of action to become politically involved.

**Humanizing Action-Oriented AI Use**
1. AI streamlines research activities and allows students to focus their mental faculties around evaluating representatives and identifying biases, all while positioning themselves within their respective contexts, rather than simply learning about them and recalling that information.
2. Students use AI to identify what political dialogue exists in their local community (i.e., community-based discussion forum).
3. Students choose a specific political issue/debate that exists in their local community.
4. Students use AI to understand what political candidates or policies are involved in said issue.
5. Students evaluate candidates and policies according to their own perspective as a student/community member who is directly involved.

Assessment

1. Students write a position paper on their issue of choice using their evaluations and personal perspective as resources. Students are permitted to use and cite AI for information gathering while their positions are wholly their own. Evaluations of platforms are assessed based on foundational understanding and articulation of argument.
2. Students discuss and debate positions of similar topics. Students engage with one another, modify and amend their positions through collaborative thought and consensus.

Socratic Dialogue for Individualized Research

Purpose
Help students conceptualize what is important to them, ask exploratory and critical questions about the topic, and apply their self-directed research toward a meaningful outcome.

Summary
A central component of being human is to understand what matters to oneself, direct these interests toward knowledge acquisition, and discover ways to act in a meaningful and impactful way. In this example, students are tasked with researching a topic of their choosing both to learn about it and apply this knowledge to their own context. To facilitate this endeavor, AI acts as an agent of Socratic dialogue and questioning for the student, helping students generate research idea topics that will be specifically catered towards student interests. AI will be equipped to ask students questions regarding their level of interests and commitment, suggest other topics of potential interest based on specific student response in addition to refine students’ thinking regarding logical sequencing of topic selection and eventually argument. This personalized approach allows them to analyze how these topics manifest in their own lives and communities, gaining valuable insights.

Equipped with these findings, students use AI to curate a comprehensive list of research questions and potential projects. By actively creating engagement plans for community outreach related to their chosen research topics, students' learning therefore transcends the classroom and students themselves become proactive contributors. This distinctive approach positions students as researchers and educators. They can share their findings with community members, fostering dialogue and promoting knowledge exchange. By using AI as a research tool and not just an information aggregator, students emerge as catalysts for community-based action and learning. In this example, the humanity of activity rests in an action-oriented interaction with a mentor whereas the labor of developing a research topic can be facilitated by AI. Within the ecosystem of AI-student-mentor, AI serves not as a replacement but as an enabler, enhancing the efficacy of human interaction by streamlining the initial stages of research ideation. This symbiotic collaboration between students and AI epitomizes the thoughtful integration of technology into
the learning process, nurturing a pedagogical environment where exploration and experimentation harmonize with the guidance and expertise provided by human mentors; thus, promoting more human ends and metacognition.

This multifaceted process exemplifies action-oriented, community-driven research, where students actively shape their learning journey while contributing to their communities.

Students will be able to

1. Identify a topic of interest to them.
2. Engage in dialogue discussing their own interests.
3. Develop a research topic and questions.
4. Conduct research to address questions.
5. Synthesize information and communicate their findings.
6. Create a community outreach plan based on findings.

Humanizing Action-Oriented AI Use

1. Student uses AI as a Socratic questioner to help students identify a research topic of interest.
2. Student identifies a specific research topic idea and uses AI to help guide research process.
3. Student uses AI to generate community outreach ideas regarding said research.

Assessment

1. Student presents research findings to the class.
2. Student engages in community-based outreach based on research findings.

Conclusion

Pandora’s box is open and AI will forever be a part of our society and education systems. Educators must adapt strategies that continuously address and reconsider the Promethean discrepancy surrounding how AI is used, and toward what ends. In this critical analysis, we contend that the philosophical traditions on technology, education, and society can help guide how AI is used, similar to other technologies of the past. Anders and Foucault bring awareness of the relationships between technology and power, while Freire and Arendt ground education as a humanizing force that must build towards action. Taken together, we argue that a framework for ethical AI use in education across all online, blended, and in-person modalities, must not just a means to complete the temporary and metabolic purposes of previous educative goals, but rather a new way to help students and teachers alike realize their full humanity and agency to act in relevant and meaningful ways in the world.

While this framework is designed around student use of AI, we argue that teachers and instructional designers must also use similar guideposts for using AI to create and implement teaching activities. That is, AI use in education demands not just a rethinking of what is appropriate given our current educative goals, but also a reimagining and redesigning of our pedagogy more generally. To this end, we provide imagined use examples, and argue that the framework itself is useful to be applied across varied educational contexts. Educators will need
continuous creativity to reframe and rethink teaching, learning, and assessment as AI continues to develop. As is often the case with any ethical debates, the real tests will come in the gray areas of AI use, and we call for future research to be conducted in these spaces. While the functionality of AI might be outdated by the time this is published, we argue these ethical guideposts will not. Humanizing education that helps foster agency in the world is a timeless goal—it grounds humanity in an ever-changing world.
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